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We investigate speech-based input as a means to enable re-
flective thinking for younger individuals (middle - and high-
school students) during design iterations. Verbalization of-
fers a unique way to externalize ideas in early design and
could therefore lead to new pathways for exploration and it-
eration, especially for K-12 students who possess the cre-
ative potential but are not technically trained in the design
process. Interactive design systems, however, by-and-large
utilize sketching, multi-touch, and gestural inputs. As a re-
sult, (1) there is little know-how regarding how to oper-
ationalize verbal inputs as a meaningful way to facilitate
idea exploration and (2) there is little fundamental under-
standing of the underlying cognitive mechanisms for itera-
tion through verbal communication. We take the initial steps
towards these gaps by first designing and implementing the
ShapOrator interface that takes verbal descriptions of geo-
metric parameters (shape, size, instances) in a semi-natural
language form and determines the appropriate transforma-
tions to a given design artifact modeled as a shape assembly.
Using ShapOrator as our experimental setup we conducted
an in-depth observational study on 10 middle - and high-
school students tasked with designing spaceships. Our study
revealed that participants were able to create a variety of
designs while associating functional and topical contexts to
their spaceships throughout the design iteration process.
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1 Introduction
1.1 Context & Motivation

Our goal in this work is to explore verbal descriptions as
a means to support iterative idea generation for young indi-
viduals. Iteration plays a central role in the early design pro-
cess [1], where the goal is seldom to come to a conclusive
solution to a problem. Instead, one is trying to refine their
understanding of the problem through repetitive experiments
and reflecting on the outcomes, thereby “moving through the
state space of possible designs” [2]. As it is, providing mean-
ingful computer-aided cognitive support for early design is
a challenging task even for engineering students, given the
divergent thinking involved in the quick exploration of a
large quantity of ideas [3]. When considering younger stu-
dents in the K-12 STEM (science-technology-engineering-
mathematics) fields, the challenge increases even further.
While these students may posses creative potential and de-
sign intuition, they do not necessarily have the formal un-
derstanding of the iterative nature of the design process. We
specifically seek to investigate interactive methods for en-
abling design iteration for younger age groups.

Much of graphics and HCI literature on computer-
support tools for design has, intentionally or unintentionally,
adopted and embodied these principles of iteration and re-
flection. What is interesting is that the modality of “moving”
(i.e. taking an action on the design) is almost always draw-
ing with hands, as Schon imagines in his work [1]. There are
numerous interactions, interfaces, and workflows that enable
and/or study some form of design iteration through sketch-
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Fig. 1. General overview of our ShapOrator workflow in action. (Top Row) User’s cyclical design iteration process consists of three main
phases: Reflection, Intent Expression and Design Transformation. The user reflects on their desired intents, verbally expresses their design
intent to the ShapOrator system, which converts the verbal input into a visual design transformation. The specific design context here is
that of spaceships. (Bottom Row) An example of the design iterations made by one of the users of our study. The user explored different
shapes, sizes and instances of the spaceship.

ing [4, 5, 6], and even tangible and spatial interactions [7, 8].
Verbalization, on the other hand, has been little explored as
a way to directly enable design iterations. This form of in-
teraction might afford more convenience to the younger au-
diences [9] in the design process, and as such, we primarily
focus on verbalization as an input modality to enable 3D de-
sign iteration in this work.

While verbal communication in design has been quite
extensively studied [10, 11, 12, 13, 14, 15, 16, 17], it is
surprising that there is little known regarding how to uti-
lize speech as an input modality in creativity support sys-
tems [18]. Even the systems that explore speech as an input
for design modification tasks [19, 20, 21, 22], either explic-
itly or in combination with other modalities, have not studied
the fundamental cognitive workflow that verbal interactions
enable in association to the design process. Our work is mo-
tivated by the observation that in order to enable iterative de-
sign through verbal communication, there is a need for fresh
perspectives on how to enable speech-based workflows as
well as systematic study of what verbal input affords in an
iterative design process. This work presented in this paper is
an extension of our recently published work [23].

1.2 Background & Basis
Design iteration is an important part of the design pro-

cess [24], where the designer goes through a series of steps
and revisions to learn more information about their design
problem and form a solution. The cognitive processes in-
volved in design iteration are important to understand. Itera-

tions can help in converting an ill-structured problem into a
well-structured solution, which might not be obvious in the
final design. Adams et al. [25], studied this by first iden-
tifying transition behavior as the behavior displayed by the
designer while making decisions between the design steps,
that can be in the form of information processing activities
and decision activities. Next, they conducted a study, where
they used verbal protocol data to observe how freshman and
senior students introduced new information and knowledge
into their design process, and categorised the data using their
transition behavior codes. Using this approach, they were
able to qualitatively and quantitatively observe the cognitive
processes that occurred during the design iterations. Faste
et al. [26], conducted a reflective study to understand the
practice of intuition in design for an iterative aesthetic task.
The users self-reflections regarding their iterations were doc-
umented over several weeks, where they observed four di-
mensions of intuition in design, namely efficiency, inspira-
tion, curiosity and insight. Enabling design iterations, there-
fore, is a key requirement to allow users to gain important
information and knowledge about the problem and generate
solutions.

As such, interfaces that provide computational support
to the design process, need to, at the very minimum enable
and support design iteration [27]. Sketch-based interfaces
have been widely studied and used to support design pro-
cesses [28]. Zhao et al. [5], developed a framework ‘skWiki’,
that supported collaborative editing of sketches, texts as well
as photographs. Users had the ability to revisit not only their
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own but also their collaborators’ past iterations and integrate
it into their own designs. Similarly, Piya et al. [6], developed
a sketch-based collaborative 3D modelling software where
design iterations could be easily shared, and re-used between
users, while being stored and accessed in a hierarchical form.
Vinayak et al. [8], developed ‘Mobisweep’ to allow users to
quickly generate iterations of 3D sweeps from sketches.

While sketching as an interaction has been explored ex-
tensively, the study and use of verbalization as a means to
make direct design modifications has been limited. Lan-
guage in design has primarily been used to extract infor-
mation from textual databases [29, 30] but very rarely used
to support the design process. Prior works that make use
of speech in design interfaces tend to focus either on multi-
modal interfaces (e.g., gestures and speech), where the role
of speech is diminished to simpler design tasks (such as in-
stantiating primitive shapes) [31, 32, 22, 33, 34], or speech
as an alternative mode of interaction to existing CAD soft-
ware [19, 21], where the software’s design process is not
conducive to early stage design. Therefore, there has been
a lack of a systematic study of how speech can be leveraged
in computational support tools in a way that promotes the
iterative nature of design.

The importance of verbalization during the formative
years has been well studied and has shown to aide the pro-
cess of learning and improving cognitive skills [9]. We learn
through the process of verbalization even before having the
ability to write or make sketches. In design, studies have
shown the importance of verbal reflection in improving the
design solution through the design iteration process [35, 36].
The study by Bilda et al. [37] shows that the results that
expert architects produced when verbalizing their ideas were
similar to when they used sketching to communicate their
ideas. Research in engineering design [38] has also shown
evidence that while sketches are effective for communicat-
ing three-dimensional (3D) concepts, expressing the design
intent to create those concepts is often more effectively ini-
tiated through verbalization, i.e. by using spoken language.
The use of spoken language in relation to CAD functions
(e.g., rotate, scale, move) have been studied by Khan et
al., [39, 40, 41], where they conduct studies to understand
how different groups of people use speech and gesture to per-
form specific CAD functions, however, this knowledge has
not been operationalized into a computational tool. While
prior works highlight the importance of verbalization in the
design process, a deeper understanding of verbalization as an
input modality to enable 3D design iteration is needed.

1.3 Challenges & Approach
As a first step towards understanding whether verbal-

ization for design transformation is suitable for the design
process, our objective is to first study whether such an in-
teraction enables design iteration. There are three techni-
cal/technological challenges that emerge when considering
verbal input. First, language is a highly contextual modal-
ity and interpreting user’s intent even outside of design is
quite challenging depending on the context. Second, verbal

communication during the design process has been famously
known to be ambiguous and messy [42, 18, 10]. Finally,
how we communicate in design is still not a well-understood.
Wiegers et al. [11] classified different verbal patterns for de-
scribing how people talk about shapes. However, the way
in which designers talk about functions and their relation-
ships with shapes is currently not available to the best of our
knowledge. Therefore, within the broader vision of multi-
modal (vision, speech, sketch, gesture) conceptual design
workflows, enabling a full-fledged natural language interac-
tion is prohibitively challenging, if not entirely impossible.
Toward this vision, we follow a constrained approach, where
users are afforded semi-natural interaction as long as their
design intents fall within a predefined vocabulary.

Inspired by Schon’s cyclical (“seeing-moving-seeing”)
description of the design process [1], we formulate the de-
sign iteration process as a cyclic sequence of reflection, ex-
pression and transformation (Figure 1). Specifically, in our
case, verbal input is central to all three activities. The user is
reflecting on their past and future action by talking about the
current design and expressing their intent verbally in terms
of a specific design modification that should take place. We
then envision an interactive workflow that interprets the ver-
bal expression to effect a design modification on the fly. As
a specific embodiment of our envisioned workflow, we im-
plemented an example interactive system, ShapOrator, that
takes users’ verbal inputs and transforms them into 3D shape
modifications. Note that the purpose of our implementation
is not to create a feature-rich system as such, but rather to
enable the study of the reflection-expression-modification
cycle. Starting from a seed design template, users can change
shapes, sizes and also the number of certain parts present in
the template.

Using ShapOrator as an experimental workflow, we
conducted a study wherein we invited middle- and high-
school students with understanding of basic STEM concepts
but no formal engineering or design coursework. The stu-
dents were given the task of designing spaceships under the
‘Star Wars’ theme. The task was open-ended and the stu-
dents were free to make any number of designs within a given
time-frame. In addition to the participants verbally express-
ing their design intents, we take inspiration from prior works
[35, 43] and use elements of participatory design to extract
verbal reflections on their design transformations during the
course of the study.

Our study showed that the participants were able to ex-
plore a wide variety of spaceship designs using ShapOra-
tor. Furthermore, we explicitly highlighted users’ design it-
eration process through their reflective descriptions of their
spaceship designs. We specifically showed the information
and knowledge that users associated with their designs, in
the form of functional & topical contexts, and how it moti-
vated them to make further design iterations.

2 ShapOrator: Workflow & Interface
The main objectives for the design of our workflow were

to study and enable the design iteration process constituting
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of - reflection, intent expression and design transformation.
In order to study reflection, we incorporated aspects of par-
ticipatory design to extract verbal reflection from users. We
then developed an experimental interactive system, ShapO-
rator, to enable users’ to express their design intent and vi-
sualize the design transformations.

The key considerations for the design of the interactive
system included: (a) the design context given to the users
which, in our case, was meant to engage young individuals;
(b) the process of converting verbally expressed intents into
machine-understandable commands; and finally (c) convert-
ing the machine-understandable commands into 3D design
transformations, providing users a visual representation of
their expressed intents. We expand on each of these design
considerations below.

2.1 Design Context
Context plays a key role in the design process, as it moti-

vates the users to make specific contextual design decisions.
The users, in our case, were high school students taking
part in an engineering summer camp. To observe interest-
ing interactions and an involved design process, our context
needed to be engaging and easy to work with. Taking inspi-
ration from prior works, spaceships were used as our design
context, as they had similarly been used for interactive ac-
tivities involving children [44, 45]. We specifically used the
‘Star Wars’ theme to provide further context to the users.
Spaceships provided a good balance between the complex-
ity and possible variety of designs that the users could make.
To enable further modifications, the users could change spe-
cific components of the spaceship, namely, the fuselage (also
referred to as the body), wings, engines and missiles, thus,
allowing them to explore more unique designs.

2.2 Intent Expression
Once the users had familiarized themselves with the

context, their next step was to verbally express their design
intents to the system. Our system took the users’ verbal-
ized input and converted it into machine-understandable al-
gebraic descriptions to make the desired design transforma-
tions. Therefore, understanding and semantically decompos-
ing the design intent played an integral role in accurately
representing the design transformations. Xue et al. [19], ac-
complished this by describing a verb-based CAD semantic
search, where they searched for verb phrases (verbs and ob-
jects) and complements (parameters) in a command. Sim-
ilarly, Khan et al. [40], categorised words extracted from
commands into object, dimensions, location, dimensional
aspects and modifiers. Taking inspiration from these prior
works, our first step was to understand what object the users’
intents were referring to. In a multi-component design con-
text like ours, we first searched the intent for specific com-
ponents that the users wanted to change. The next step was
to understand the type of transformation being requested for
the identified components. Our system allowed three main
types of transformations: cross-sectional shape changes, di-
mensional changes and adding/removing components to the

Fig. 2. Different part-based changes that can be made using Sha-
pOrator. (Top Gray Row) Curve components of 3D shapes include:
section, path and guide curves. The original shape is shown in
green and modified shape in blue. (Top Two Boxes) Two types of
section-based changes can be made: dimensional changes (abil-
ity to make sections wider, narrower, taller or flatter) and shape
changes. (Bottom Two Boxes) Guide-based dimensional change
(ability to make radial changes: bigger/smaller; and length based
changes: longer/shorter.)

Fig. 3. ShapOrator enables simple assembly-based changes.
(Left Box) Ability to add and remove parts from the assembly. (Right
Box) Change-aware relocation of parts in the assembly.

object. Once the type of transformation was identified, we
checked whether the users had mentioned any specifications
corresponding to the transformation. For instance, the users
could mention the amount of change they wanted to make,
or add a number of components. This information was typi-
cally in numerical form and usually appeared before or after
the desired transformation. Using this knowledge, we de-
composed the user’s design intents into meaningful hierar-
chical information that could conveniently be translated into
machine-understandable commands.
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2.3 Design Transformation
In order to facilitate the design transformation process

using our system, we took inspiration from several prior
works in computer graphics that were based on component
and assembly based modeling [46, 47]. These systems typi-
cally started with a template design, where parameters were
used to define each component of the shapes present in the
template and a wide variety of designs could be created by
simply changing these parameters. In our case, we closely
followed the approach shown in [6] in terms of shape rep-
resentation. Specifically, we considered the design of the
spaceship to be a collection of swept volumes that were spa-
tially configured to represent a spaceship itself. A funda-
mental reason for choosing swept volumes as our shape rep-
resentations was that it gave an intuitive way in decomposing
each individual surface direction of the shape into meaning-
ful curve components, namely the section, path and guide
curves (Figure. 2). While sweeps are popular in parametric
modeling, they have a unique ability to allow intuitive design
even for quick idea exploration, as has been shown by sev-
eral works [8, 48, 49]. Therefore, we used speech as an input
to make changes to parameters of swept volumes, allowing
users to easily explore a variety of design transformations.

Here, we reiterate that the design considerations for our
workflow were influenced by our desire to study how verbal-
ization could be used to enable design iterations for young
designers. Our goal, therefore, was not to developing a
feature-rich software.

3 ShapOrator: Implementation Details
3.1 Software & Hardware Setup

Our user interface was developed using Unity scripted
with the C# programming language. We used Azure’s
Speech SDK and Custom Speech API for our speech-to-text
recognition module. Intent classification for text input was
done using Azure’s Language Understanding (LUIS) API.
Our interface was deployed on an Asus ROG Zephyrus lap-
top with an AMD Ryzen 9 processor, 16GB DDR4 RAM,
and NVIDIA GTX 3070 Laptop GPU. Built-in microphones
were used to record voice.

3.2 Shape Representation & Modeling
Our shape modeling technique utilizes swept volumes

to render the 3D parts of the spaceship. Sweeps enable us
to easily explore a variety of different shapes by making
changes to their sectional profiles and guide curves. Using
this as the basis for our 3D modeling approach, we further
discuss the shape manipulation functions present in ShapO-
rator.

3.2.1 Sectional Geometry
Changing the cross sectional shapes of the sweeps, i.e.,

the 2D profiles of the sections, provides a quick and easy way
to explore a wide variety of unique shapes (Figure. 2). In our
approach, we utilize a parametric equation, specifically the
superformula equation [50], to generate the sectional shapes.

The superformula equation is a generalization of a superel-
lipse and is able to generate a variety of shapes by simply
changing its parameters as follows:

r(φ) =
(∣∣∣∣cos(mφ

4 )

a

∣∣∣∣n2

+

∣∣∣∣ sin(mφ

4 )

b

∣∣∣∣n3
) 1

n1

Here, x = r(φ)cos(φ), y = r(φ)sin(φ), and the value of
r corresponds to the radius of the superformula shape at an-
gle φ ∈ [0,2π], giving the polar coordinates of the superfor-
mula equation. Parameter m defines the number of corners
of the shape, while parameter n1 determines if these corners
are sharp or flattened and also if the edges are straight or
curved. Parameters n2 and n3 determine whether the shape
is inscribed or circumscribed within a unit circle, i.e., when
both a and b are equal to one. By keeping n2 and n3 equal
to each other, we can obtain symmetric shapes. x and y form
the Cartesian coordinates of the superformula.

We choose the superformula equation as it provides a
convenient way of semantically mapping the shape descrip-
tions to specific parameters corresponding to that shape. For
instance, we can create a square by assigning the values of
parameters m, n1, n2 and n3 to 4, 1, 1 and 1. To create a
4-pointed star, we simply reduce the value of n1 to 0.5 while
keeping the other parameters the same.

In addition to the superformula-based transformations,
we also added the ability to make the cross-sectional shapes
smoother, i.e. make the corners of shapes rounded. We use
Laplacian Smoothing using pi = 0.5(pi−1+pi+1) where pi is
the smoothed vertex for neighboring vertices pi−1 and pi−1.
The smoothing is performed on the vertices corresponding
to the x-y (horizontal) plane where the cross-sectional shape
lies. In order to obtain a visibly smoother shape, the smooth-
ing function is iterated 4 times.

3.2.2 Dimensional Changes
In addition to cross-sectional changes of shapes, we also

allow users to change the dimensions of the parts in multiple
different ways. The users can change the dimensions of the
cross-sectional shapes and also the dimensions of the entire
parts which are defined by the guide curves of the sweeps
(Figure. 2). The users can make the cross-sectional shapes
wider, narrower, taller and flatter. This is easily achieved
by scaling the x and y coordinates as x = s × r(φ)cos(φ)
and y = t × r(φ)sin(φ). Changing the values of s results in
wider/narrower shapes, while changing the values of t results
in taller/flatter shapes. The guide curves with the help of con-
trol points, help us define the outline of the different 3D parts
of the spaceship, i.e. the fuselage (body), wings, engines and
missiles. The control points were initially decided through
a trial-and-error approach taking inspiration from the space-
ships in the Star Wars movies, specifically the X-Wing de-
sign. The guide curves, therefore, enable a convenient way
to change the dimensions of the 3D parts by simply chang-
ing the positions of the control points. For instance, if the
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Fig. 4. (a) ShapOrator’s User Interface (UI) is shown. Users can modify different parts of the spaceship. To speak, users can hold down
the space bar. Transcribed speech is visible on the bottom gray panel. The three buttons: reset shape, reset view and save scene are placed
on bottom left corner. (b) The different parts and parts group of the spaceship model are shown. The user can individually make shape and
size-based changes to each of the parts or change the number of parts group (parts group come in pairs) in the model. For instance, the
addition of a new pair of wings is accompanied by an engine and a missile connected to each wing.

user wished to make the parts radially bigger or smaller, the
control points of the parts would be moved away or towards
the central axis of the shape, respectively. Increasing or de-
creasing the length of the parts, would subsequently result in
the length between the control points to increase or decrease
respectively.

3.3 Speech Recognition and Intent Classification
A major component of our modeling interface is the

ability to understand and act upon the user’s verbally con-
veyed design intents. Speech recognition plays a signifi-
cant role in this component. While most basic speech-to-
text services are able to transcribe simple spoken sentences,
they usually don’t perform well for application specific com-
mands that aren’t typically used in day-to-day life. For this
reason, we used Microsoft Azure’s Cognitive Speech Ser-
vices SDK as it allowed us to train custom speech models
that catered specifically to our application. To train these
models, we first collected and manually transcribed audio
samples from eight individuals of varying backgrounds. Au-
dio samples included sentences and commands that users’
would typically use while interacting with our application.

Our next step, was to understand and act on the users’
design intents. For this we needed to classify the users’
intents into different actions that our interface would per-
form. Recent advancements in Natural Language Process-
ing (NLP) [51] have made it easier to train models that parse
and make sense of user intent from textual data. For our ap-
plication, we used Microsoft Azure’s Language Understand-
ing (LUIS) service, which enabled us to predict the overall
meaning of the participants’ commands and gather relevant
information from it. Using LUIS’ cloud service, we were
able to train custom NLP models tailored to our use case.
We were required to define Intents, that represent tasks or
actions, and Entities, that extract specific information from

the users utterances with the help of specific features (such
as synonymous words). For our application, we defined four
intents: changing cross-sectional shapes, changing dimen-
sions, adding or removing parts and undo. In order to im-
prove the prediction of these intents, we provided the model
with additional features to train on. The features included
a list of different ways the parts could be addressed, a list
of different shape descriptions as well as a list of the dif-
ferent terms for adding or removing parts. The model was
then provided with a wide variety of example utterances to
train on in order to increase the accuracy. As the LUIS ser-
vice is built on pre-trained models, the quantity of examples
mattered less compared to the variety. While our application
did not support a completely natural interaction, natural sen-
tences could be used as long as the necessary keywords were
present.

3.4 User Interface Elements
Our interface comprises of two main modes: tutorial

mode (no data is logged), and the study mode. Once a mode
is selected, the users can see the object (spaceship) to mod-
ify in the center of the screen (Figure 4 (a)). The users can
easily change the orientation of the object by rotating and
zooming in/out with the help of the mouse. The parts con-
stituting the object are labeled on the panel at the top of the
screen allowing for easy reference. The bottom panel dis-
plays the transcribed texts and consists of multiple buttons to
the left and right end of the panel. To interact with the sys-
tem through speech, users need to press and hold the space
bar while speaking. The three buttons, starting from the left,
are for resetting the shape to its default template, resetting the
orientation to default, and saving the current object. Buttons
on the right are to toggle on/off the lasers and flames. Having
buttons and mouse-based interactions for non-essential func-
tions allows the users to focus on the design task at hand.
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4 Experiment Design
Our user study was conducted during a university-

hosted summer camp for middle - and high-school students.
The summer camp aimed at providing exposure to these stu-
dents to various hands-on engineering concepts through in-
teractive activities. Our research group hosted the students
for two days with the goal of introducing them to the dif-
ferent processes of Engineering Design. The theme for this
session was Spaceships, as seen in science-fictional movies.
With this in mind, the activities setup for the first day cov-
ered design ideation and prototyping, while the second day
covered a 3D modeling tutorial to create spaceships using
SolidWorks. We conducted our study with individual stu-
dents during the second half of the second day.

4.1 Participants
The participants of our study were middle - and high-

school students taking part in the summer camp. 10 students,
in the age group of 13 to 17 years, voluntarily took part in
the study (9 male, 1 female). They were studying in grades
ranging from eight to eleven. The students did not have any
formal coursework in engineering or design. However, seven
out of the ten students had some basic experience in the past
with 3D modeling tools such as Maya, Blender, SolidWorks,
Autodesk Inventor and Fusion 360, which they had either
used for school or personal projects.

4.2 Procedure & Data Collection
Each user study lasted between 30-40 minutes. The

participants were provided with a pre-study questionnaire to
elicit their past experiences with 3D modeling tools and their
opinions on verbal communication during idea generation.
Next, we gave them a detailed tour of our user interface (UI).
The users were then asked to complete the following tasks:

1. Practice: Participants were given an elaborate tutorial
of different speech-based interactions that they could
use to explore and change the shapes of the spaceship.
They were given 7 to 9 minutes to practice all the differ-
ent available commands and to clarify any doubts they
had regarding the interface. No data was logged during
practice.

2. Study Task: The participants were given an open-ended
task of exploring different spaceship designs by building
upon the default template. They were asked to explore
a variety of designs, however, no limit was set to allow
a natural process of shape exploration. The participants
were given the context of the Star Wars theme, but were
not expected to create any specific designs. They were
given 20 minutes for the task and were asked to save
their designs whenever they felt that they had created a
unique design of their liking.

3. Reflective Conversation: During the course of the
study, participants were asked questions to make them
reflect on their design choices and decisions [35] af-
ter every three to four major iterations. The questions
mainly targeted the reasoning behind the design changes

and their effect on the overall design of the spaceship.
This helped us understand how participants added in-
formation and knowledge as they iterated through their
designs.

4. Post-study Questionnaire: Participants were asked to
complete a post-study questionnaire to evaluate the ease
of use of our interface and its creativity support for the
shape exploration tasks [52] and also included a study
specific survey. They were also asked to provide general
feedback regarding their experience.

The data we collected from the study included: (a)
screen recording and (b) audio recording during study, (c)
time-stamped transcribed user commands (d) intent and en-
tity information from language model (LUIS), (e) 3D mesh
and (f) screenshots of the spaceship and (g) answers to the
pre and post-study questionnaires.

5 Findings
We observed an overall positive user experience for the

design task and the ShapOrator interface. The participants,
in general, were able to explore a variety of spaceships by
iterating through different designs. On an average, each par-
ticipant made around 68 iterations to their spaceships (max:
111, min: 41). Any change that the participants made to the
cross-sectional shapes, dimensions, adding/removing parts
or undoing their design change, accounted for a single iter-
ation. All participants preferred making the most iterations
to the dimensions of the parts, followed by changes to sec-
tional shapes. This may have been due to the extent of visual
change corresponding to the functions. For instance, adding
or removing wings made a significant visual change to the
spaceship, while making the fuselage shorter by 20% didn’t
have the same effect. With respect to the changes made
to specific parts of the spaceship, the fuselage was iterated
through the most and missiles the least by majority of the
participants (6 & 7 participants respectively). The reason for
this could be the relative sizes of the parts and their relative
importance in the spaceship.

Apart from the above quantitative results supporting the
design iteration process, we wanted to develop a more funda-
mental understanding of the process from a qualitative point
of view. To accomplish this we analyzed the users’ reflec-
tive descriptions throughout their design process, that were
verbally initiated by the study administrators’ questions. We
found that the users associated relevant information and con-
textual knowledge to their spaceship designs that motivated
them to make specific changes. We categorized the reflec-
tions into an hierarchical structure (Figure. 6) containing
two broad categories: function-based contexts and form-
based contexts. These categories are explained in detail in
the following sections.

5.1 Function-based Contexts
Function-based contexts referred to the descriptions

where the participants focused on the functional aspects of
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Fig. 5. Preferred shapes for parts and their relative sizes in participants’ final designs are shown. (Left Box) Top 3 most preferred shapes
(ranked from left to right, left being the most preferred) for each part are shown. Participants preferred the triangular shaped fuselage the
most, while for the wings, engines and missiles the top preferred shapes were the default shapes of the parts. (Right Box) The final designs
of the spaceship that the participants made before trying a new design. Participants were free to decide the number of designs they wished
to make.

Fig. 6. Hierarchy of the contexts used by participants while reflecting on their spaceship designs. The contexts are divided into function-
based and form-based contexts. The function-based contexts are further divided into capability-focused (aerodynamics, control and propul-
sion) and usability-focused (battle and human-centric) contexts. The form-based contexts were divided into preferential, experiential and
open-ended contexts. A brief description of each context is given below their titles.

the spaceship to describe and justify their designs. The func-
tional contexts could be further divided into two broad cate-
gories: (a) capability and (b) usability-focused contexts. Un-
der capability contexts, participants focused on the flight ca-
pabilities of their spaceships, while under usability contexts,
their focus was on how their spaceship would be used (e.g.,
in battle). In the following sections, we highlight common
functional contexts used by the participants in the form of
their answers and interactions, and also through their geo-
metric decisions such as the common shapes and sizes as-
sociated with specific functions. We note that some con-
texts naturally fell under multiple categories, however, we
included it under the category that most affected the design.

5.1.1 Capability-focused Contexts
A few participants expressed that their design iterations

were driven by the flight capabilities of their spaceship. More
specifically, the participants reflected on the aerodynamics,
control and propulsion of their spaceship designs. We high-
light some of the common contexts corresponding to these
specific functions below.

(a) Aerodynamics
Aerodynamics was a common context that the partici-

pants focused on to create their spaceships. Three partici-
pants explicitly mentioned their desire to design more aero-
dynamic spaceships and attributed specific shapes and fea-
tures of their designs to this function. When asked what de-
sign they were going for, P3 answered: “A sleeker more aero-
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Fig. 7. Examples of design transformations and corresponding reflections made by participants between iterations. (First column, starting
from the left) The examples are categorized based on the following contexts observed in the users’ reflections: aerodynamics, control,
propulsion, battle, human-centric design, preferential and experiential. (Second column) Designs picked before two to three major iterations
leading to design transformation. (Third column) Design intents that users expressed to make the transformation. These intents are only
representative of the original commands. (Fourth column) Design transformations corresponding to the users intents. (Fifth column) Users’
reflections on the transformed designs.

dynamic look ”. Explaining further, they said: “The rounder
wings and the triangular [fuselage] and smoother engines,
just in my head that’s what contributes to aerodynamics. The
sharper edges just don’t look as aerodynamic” (Row 1, Fig-
ure. 7). Similarly when P9 was asked for the reasons for
their circular shaped wings, they answered: “I guess the wind
can pass through things that are circular more. I mean, yes,
maybe angular would be better but in some instances it’s bet-
ter with a circular design.”, and for their triangular fuselage,
they said: “Well, a couple of things, I guess the wind passes
through it a lot and it passes through pretty well and it has
the smallest surface area on the end of it so it’s the clos-

est thing to a point, so I guess lesser the surface area, the
more aerodynamic it is, the faster it can move.” The trian-
gular fuselage was the most commonly used shape amongst
the participants (Figure. 5). While some other participants
did not mention the specific reason for the triangular shape,
aerodynamics may have played a part in their decision.

(b) Control

We found that the context of control and maneuverabil-
ity motivated some participants to make dimension and part
based changes. For instance, when P9 was asked for their
reasoning for making a smaller spaceship, they said: “I guess
it’s smaller and it’s able to move better..” On their second
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design, P9 said: “Now I’m going for a more lightweight [de-
sign] i guess. I made the wings a little bit thinner” and for
their third design they added 2 more wings and when asked
for a reason, they said: “I was going a lot for looks I guess but
I guess the bigger the body the more wings I think it requires
you know. I could have made the wings bigger maybe but I
went for that [more wings] instead and more wings equals
more engines with it so that’s good” (Row 3, Figure. 7).
When P4 was asked to compare their spaceship designs, they
said (about their final design): “I think this is probably the
best ship that would actually work probably because every-
thing’s more stable in this. The wings are well, there’s lots of
wings, but they’re not like really thin or really large and they
are balanced. Everything’s kind of balanced in this although
the fuselage might be a little too big but all in all I really like
it.”.

(c) Propulsion
Propulsion was another functional context that some

participants used as a motivation for their spaceship designs.
For instance, P4’s reasoning for creating long engines was:
“More fuel, no one will be able to be in it, but it’ll be fuel.”.
When P8 was asked why they added six extra wings to their
spaceship, they said: “I like the shape. It looks like a star.
There are more guns and engines so that helps”. The context
of propulsion primarily led to the participants either chang-
ing the size of the engines or the the number of engines. As
the number of engines equalled the number of wings, some
of the participants control-focused contexts also fell under
the propulsion context.

5.1.2 Usability-focused Contexts
The usability of the spaceship was a motivating factor

for quite a few participants, where the common theme across
participants’ reflections was the focus on the battle-readiness
of their spaceship as well as the human-centric approach of
their design. We highlight some examples of these contexts
below.

(a) Battle
The context of battle was a common theme in few of

the participants’ answers. The focus was divided between
improving the defense of their spaceship and improving its
attacking capability. However, there was no single approach
taken by all the participants, and it led to a few unique de-
sign choices. When P10 was asked about the significance of
the flat fuselage and large missiles in their spaceship, they
said: “It’s hard to hit. It can just destroy everyone with
the giant missiles (Figure. 5). At a later iteration, P10 de-
cided to make the wings much larger than the fuselage and
said: “Essentially, the cockpit cannot be shot because it is be-
hind the wings. This was an interesting approach since they
made a part much larger to act as a shield for another part.
In a similar approach of increasing one dimension but de-
creasing another, P8 mentioned: “...The long and thin body
makes it harder to hit I guess. We also had participants
take metaphorical approaches to make design decisions. One
such instance was when P7 was asked if they were set on
their cross-sectional shape preference, they answered: “I’m

mostly trying to change the shape right now to where it’ll
be overall smaller...I mostly want it smaller just because it’s
harder to hit a small [thing]. I’m just sort of thinking about
this metaphorically, it’s harder to hit a small fly than a big
maybe six inch cockroach, so that’s why I’m going for more
of the smaller wings, smaller body because it’s harder to hit”
(Row 2, Figure. 7). In total four participants associated their
designs with the context of battle or war.

(b) Human-centered approach
Participants in general did not take the human-centered

approach for designing their spaceships and instead gave
more priority to the visuals and other functions. However,
when they were asked questions about the human-centered
approach, they had interesting insights on how that aspect
could be incorporated in their designs or how they could cir-
cumvent it completely by defining a new function for their
spaceships. For instance, when P5 was asked about the prac-
ticality of their design, they answered: “I think it would be
best if it’s some kind of an unmanned thing with a lot of
power, because you can’t really fit a person in there, prob-
ably lying down but it’s kind of hard to fit in that” (Row 4,
Figure. 7). Some participants however, went with the dimen-
sion based explanation for incorporating the human-centered
approach. To carry more people, P1 said: “I would probably
have it [fuselage] 30% larger”. P7 specifically designed a
bigger fuselage to carry more people: “Yes, it is now carry-
ing like a team of two and I’m not sure if you watched Star
Wars but in the fifth movie they’re fighting on that ice planet
and they have one person at the back for the gunner and one
in front for the pilot and so that’s kind of where I’m going
with it now and I could probably even extend it to where it’s
a whole entire battalion even though it looks like an attack
ship. I’m really just experimenting on how big it can get
now”.

5.2 Form-based Contexts
While functionality of the spaceship was an important

factor in the participants’ design iterations, form-based con-
texts were more widely used to explore designs. We divide
these contexts into: (a) preferential and (b) experiential con-
texts. We give instances of participants using these to de-
scribe their design choices.

(a) Preferential
One of the most common motivators for participants

were their personal preferences which were primarily driven
by the visual aspects of the spaceship. When P1 was asked
why they were making the engines small, they answered: “I
just want the body to be big and the engines to look short and
small. I don’t want them to stand out”(Row 7, Figure. 7). P5
on the other hand made bigger engines and their reason for
that was: “It’s mostly just visual it looks kind of cool.” P7,
who had previously made functional and storyline-based de-
sign decisions, wanted to make their final design to be out
of the ordinary: “I’m mostly just going for something really
weird really out of the ordinary, because this is such a small
ship and there’s so many features added to it. Because the
missiles I added them to where they’d be a hundred percent
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bigger than what they originally were, I made the engines
way bigger and I made the wings smaller for a ship that
shouldn’t be that small and I made the body a lot shorter
to where I’m not sure if we can fit one person into it. I’m
really going for something unique and very weird”(Row 2,
Figure. 5). The open-ended design task allowed users to be
more visually creative, something that might have been less
obvious in a specific task-driven study.

(b) Experiential
Apart from personal preferences, participants also took

motivation from their past experiences and the theme of
the design problem (e.g., Star Wars and Guardians of the
Galaxy). For instance, when P2 was asked why they pre-
ferred having a flat fuselage, they said: “I wanted to make
one of those cool flat ships, like a pancake” (Row 6, Figure.
7), where they related the flatness of the fuselage to the flat-
ness of a pancake. Similarly, when P3 used the starry com-
mand on a cross-sectional shape and eventually changed it
to a five-pointed star, we asked them if the term starry made
them think of a five-pointed star, to which they responded:
“Yes, when I think of the word star I think of a five-pointed
star, because in general you see them on flags, you see them
when you’re in school and you look at them in first grade
when you’re looking at planets on the map and there’s plan-
ets and all the stars, and stars with astronauts, and they’re
five-pointed stars. It’s just the general picture of stars in my
head”. In regards to the theme of the design problem, P4’s
explanation for making all the cross-sectional shapes pentag-
onal stars was quite interesting: “Yes, everything’s the star
now. It’s called the ’Star Wars’ for a reason” (Row 5, Fig-
ure. 7). Star Wars wasn’t the only fictional motivation for the
participants; when P10 was asked what the reason for having
long wings was, they said: “It looks like the Guardians of
the Galaxy ship with the giant wings”. From these user re-
flections, we noted that the theme of the design task as well
as their prior experiences played influential role in the way
users made design decisions.

5.3 Evolution of Design Intent
One of our primary goals was to observe the evolution

of design intent through iteration. In order to observe this
visually, we created a plot highlighting the main context in-
fluencing each of the user’s design changes (Figure. 8). The
first row for each user shows whether their iterations were
motivated by function or form-based context (each column
corresponds to a single iteration). The second row highlights
the sub-categories corresponding to function-based contexts
(i.e., capability and usability) and the third row shows the
specific function and form-based contexts, as seen in the leaf
nodes of the hierarchical chart of contexts in Figure. 6. We
classified each design iteration into a specific category based
on their closest following reflection. For instance, if a user
made a few design changes and reflected on those changes
as a means to improve the battle-readiness of their spaceship,
then we classified those changes into function > usability >
battle categories. Here, we note that while the users’ reflec-
tions might fall under multiple categories, we chose the one

that influenced the users the most.
With the help of this visualization, we can observe some

common trends across participants. For instance, quite a
few participants started their design iterations through open-
ended explorations (P1, P3, P4, P5, P6, P7’s second design),
where they were not motivated by a specific purpose, but
were trying to experiment with different shapes and sizes.
For example, when we asked P1, at the beginning of the
study, for their shape preference, they said: “I was testing
it out. I don’t know what shape I want to go with”. Sim-
ilarly, P5’s response to our very first question about their
design was: “Right now I’m just mostly seeing what differ-
ent things are there; I’m just exploring.” This insight of
open-ended exploration can guide future speech-based de-
sign interfaces to focus on supporting more ambiguous and
purpose-independent exploration in the initial stages of the
design task. Another observation is the use of function-based
contexts by all but two participants. The interesting thing to
note here is that majority of the function-based contexts are
followed by preferential changes. This may suggest that once
the participants were done making design changes to affect
the functionality of their spaceship, they changed their focus
to the visual aspects of their spaceship. We also note that out
of the eight participants who made function-based changes,
only three made consecutive changes influenced by different
functions (P4, P7, P9). For form-based changes, however,
participants freely moved between preferential, experiential
and open-ended explorations. This may suggest that partic-
ipants prefer focusing on individual functionalities of their
design at a given time. Our workflow, therefore, revealed
some interesting characteristics and insights into the iterative
design process using a speech-based interface.

5.4 Overall User Feedback
We received an overall positive feedback, where most

participants responded warmly to the design activity and our
modeling interface. Their responses to the Creativity Sup-
port Index (CSI) were also fairly positive (Figure. 9). All
users agreed that the activity was engaging and made them
feel creative and their outcomes were also worth the effort.
Two users found the exploration of different designs to be
somewhat difficult. One of them found the exploration of
shapes difficult as they used the plural form of shapes (e.g.,
squares instead of square) in their commands and our inter-
face was unable to act on those commands. The other user
found that the interface wasn’t able to recognize their speech
very well. However, both the users found the experience fun
and interesting and were able to create the shapes that they
wanted. Users also commented on their experience using
the system and completing the design tasks. P2 mentioned:
“I felt the amount you could change with voice commands
alone to be fascinating. I liked making the parts starry at
first then turned away from that path”. P7 commented on the
ease of using their speech to make changes and related it to
their class activity: “I thought it was really cool, I haven’t
done something like this before. I have done coding stuff in
class and I have always wanted to use my mouth because its
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Fig. 8. A plot highlighting the category of user reflection corresponding to each individual design change is shown. Each participant is
represented using three colored rows, where each column represents a single design iteration. The top row is used to indicate design
changes influenced by either function or form. The second row indicates whether the function-based changes fall under capability or usability
contexts (for form-based changes the column remains gray). The third row indicates the specific contexts under each subcategory (Capability:
Aerodynamics, Control and Propulsion; Usability: Battle and Human-Centric; Form: Preferential, Experiential and Open-ended). The third
row also shows a number corresponding to the user’s ith spaceship design.

Fig. 9. User feedback on the creativity support offered by ShapO-
rator using the Creativity Support Index. Overall feedback for our
system was positive. Participants felt that the activity was engaging
and made them feel creative and felt that their outcomes were also
worth the effort. Two participants found the exploration of different
designs to be somewhat difficult. One of the users had trouble with
the vocabulary of shapes while the other felt the speech recognition
wasn’t very accurate.

always more convenient. Because you have the thoughts in
your mind and you can say it but can’t note it down some-
times.”

6 Discussion
6.1 Limitations

One of the limitations of our work was the dispropor-
tionate ratio of male to female participants taking part in the
study. While we would have desired for an equal partici-
pant ratio, our participant pool was limited to the students
who were attending the engineering summer camp and vol-
unteered to be a part of the study. Unfortunately, the number
of female students in this group was quite low, resulting in a
lower number of female volunteers. Some other limitations
of our work included our limited vocabulary for interacting
with the system. This was constrained to maintain uniformity
across participants. However, this could be solved in future
works by using large language models [53] or databases [54]
to find semantically similar words corresponding to the func-
tions of the system and the parts of an object. We also show-
cased the speech-based design iterations on a single model
of 3D spaceship as it allowed us to study the process while
keeping the young designers engaged. In the future, we
could look at datasets such as ShapeNet [55] to create a 3D
model repository amenable to speech-based design modifi-
cations. Finally, we constrained the number of geometric
operations that the users could perform, to prevent the stu-
dents from having to remember a vast set of commands and
functions. However, for more serious engineering applica-
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tions we could easily add more operations and features to
our system.

6.2 Potential for Analogy-based Iterations

Design transformation in our system is initiated through
a ‘form-based’ intent expression, i.e., we require the users to
explicitly mention their desired form (shape) in their intent.
The verbalization, therefore, is about the form and not the
functionality of the object. However, as we noted in our re-
sults, the reasoning behind a lot of the shapes and forms that
the users explored, were tied to their functionality, which the
users explained in the verbal reflection phase of their design
iterations. While verbalization was about the form, it made
the users think in terms of function. In interactions such as
sketching, this aspect of functionality is internalized and is
implicit. Verbalization, therefore, plays a critical role in ex-
pressing design intent. One way of expanding the users ex-
ploration options is by enabling verbalization of analogical
reasoning and translating that to a form. We can take inspi-
ration from design-by-analogy, a methodology that has been
widely studied in design theory [56], where users generate
designs based on analogies drawn from desired functions or
structures and so on. Computational support of this can be
very beneficial in helping users in generating new designs
and concepts. From our observations through the verbal re-
flection process, we observed the participants derive analo-
gies and develop analogical reasoning to explain and justify
their design decisions. A wide range of opportunities can
be made available by integrating analogical reasoning from
fields such as bio-inspired design [57], into verbalization.

6.3 How do we really talk about designs?

An important aspect of verbal inputs for design that was
revealed in our study was that users invariably preferred ex-
ploring the design space by describing the function, behavior,
and attributes of a design rather than directly specifying the
form. This is quite natural as we typically think in terms of
what we want from a design (reflection) and internally em-
body those preferences into the appropriate form. P3 referred
to this in terms of “naturalness” of the speech interpretation,
stating that: “I think there should be a sense of naturalness
to it, but there should also be a sense of using percentages
and using specific terms for the body parts, like using casual
terms to address the [parts], so not like calling them natu-
ral things but just talking about them [parts], like make them
bigger. It’s nice you incorporate bigger, smaller, narrower,
terms you use in a regular conversation, to the thing [sys-
tem], because that makes it significantly easier than saying
’make it 20 percent larger in the x direction’”. Even though
our system was based on semi-natural description of shapes,
it offered us a means to gain meaningful insight into how we
may develop future verbal workflows that might be able to
predict the form based on the description of function, behav-
ior, and attributes.

7 Conclusion & Future Work
Our main goal in this work was to operationalize and

study verbalization as a medium to enable 3D design iter-
ations, specifically for younger audiences. The motivation
behind this work stemmed from the fact that externalization
of verbal inputs to explore ideas, while important, has been
little studied and understood. As such, we set out to ac-
complish two main tasks: first, develop a system that could
enable simple geometric changes to 3D shapes using verbal
inputs and second, to observe and form a fundamental un-
derstanding of how verbalization enabled young designers to
make design iterations. As a result, we first developed Sha-
pOrator, a workflow that allowed users to explore and trans-
form 3D shapes by giving verbal inputs. Next, we conducted
a user study with 10 middle - and high-school students who
were given an open-ended task of designing spaceships us-
ing our ShapOrator workflow. Through our user studies, we
were able to show that verbalization, even when externalized
through ‘forms’, allowed the participants to develop func-
tional as well as form-based understanding of their designs.
Furthermore, we were able to explicitly highlight the design
iteration process that the users followed through their reflec-
tive descriptions of their spaceship designs. We specifically
showed the information and knowledge that the users associ-
ated with their workflows and how it motivated them to make
further changes to their designs. These observations make a
strong case for utilizing verbalization in creativity support
systems, that typically use sketching, multi-touch, and ges-
tural inputs.
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